Integrating *Homo sapiens* into ecological models: Imperatives of climate change
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**1. Introduction**

The magnitude and pace of climate change have simultaneously reached a point where new modelling approaches are needed (Gilman et al., 2010; Warren, 2011). The 2013 BIRS workshop entitled “Impact of climate change on biological invasions and population distributions” (Berestycki et al., 2013) which inspired this special issue of Ecological Complexity, focussed on ecological models incorporating climate change. A common approach in nearly all of the workshop models was to assume particular changes in one or more climatic variables (temperature, climate variability, precipitation, etc.), and then explore the consequence of this change to (1) shifts in species range boundaries, (2) dynamics of invasive species, (3) multispecies interactions, and/or (4) shifting patterns of vegetation (Berestycki et al., 2013). The excellent work presented at the workshop documented a host of consequences for species persistence, biodiversity, genetic variability, etc. We were struck, however, by the relative scarcity of models incorporating any feedback to the human-related mechanisms of climate change. This omission is common in the ecological modelling literature: While there is an extensive and valuable body of work looking at the current and future impacts of climate change on a host of organisms, few models in ecology include the primary agent of all this climate trouble: *Homo sapiens*.

In this paper we document the very real potential for climate change to have devastating consequences before the end of this century. The urgency of the situation calls for concerted action by anyone who understands the problem, and mathematical ecologists are uniquely trained to contribute to such efforts. We ask modellers to deliberately incorporate the species *H. sapiens* into their modelling work, and offer suggestions as to how this might be done. Ultimately modellers must seek ways to provide guidance to citizens and policy-makers as we all wrestle with the most important existential threat of our time.

* Corresponding author. Tel.: +1 859 572 5794.
E-mail address: longa@nku.edu (A. Long).
URL: http://artsscience.nku.edu/departments/math/people/mathematicsfaculty/long.html

http://dx.doi.org/10.1016/j.ecocom.2014.05.008

1476-945X/© 2014 Elsevier B.V. All rights reserved.

**1 Genesis 1:26, King James version.**
An additional reason to leave humans out of models incorporating climate change is the pervasive notion that there is not much that we can do about global warming. For example, a 2006 survey by the Pew Center found that 22% of Americans believed that there is nothing that humans can do to reduce the effects of global warming (Pew Research Center, 2006). The absence of human behaviour from ecological models suggests that many mathematical ecologists simply accept that climate change is happening, and seek to determine the consequences to ecological systems. This approach is fine as long as the anticipated change is not too drastic, and simply adapting to the altered climate is sufficient. Unfortunately, we have reached a point where catastrophic bifurcations are entirely possible (Boulton et al., 2013; Budzianowski, 2013; Di Paola et al., 2012; Ashwin et al., 2012; Kwadijk et al., 2010). A recent report (Schwartz and Randall, 2003; Shearer, 2005) examined threats to National U.S. Security posed by climate change through disruptions of food, water, or fuel: “[o]cean, land, and atmosphere scientists at some of the world’s most prestigious organizations have uncovered new evidence over the past decade suggesting that the plausibility of severe and rapid climate change is higher than most of the scientific community and perhaps all of the political community is prepared for.” Consider the consequences of having supply centres of essential commodities such as oil taken out by severe storms [already increasing in magnitude and geographic extent (Karl et al., 2009)], food supplies severely reduced or eliminated through the loss of pollinators [already experiencing significant decline (Potts et al., 2010; Vanbergen et al., 2013)] or through trophic mismatch (Harrington et al., 1999), and drastic reductions in the availability of clean water through disruption of the hydrologic cycle (Sachs, 2009). The trajectory of anthropogenic activity is predicted to lead to severe changes as soon as the year 2100, when children and grandchildren born today are only in their 80s (Mora et al., 2013; IPCC, 2013a). If we are lucky, the changes will be slow enough for humans to adapt gracefully to them, but it is not at all clear that our luck will hold. As mathematicians know, bifurcations can be dramatic. It is therefore not enough to simply accept that climate change will happen: We must do something about it.

It is important that we establish at this point that it is indeed human activity that is changing the Earth’s climate. The evidence for this view continues to mount, and the latest report from the Intergovernmental Panel on Climate Change (IPCC) (IPCC, 2013a) states with high confidence that global warming is due largely to anthropogenic forcing. Given that it is anthropogenic activity that is almost surely the chief cause of global warming, it is clear that we humans can no longer be considered “separate” from the natural systems we inhabit, at least when it comes to climate change. Since humans are causing the climate problem, humans also hold the key to solving it.

In this paper, we present as a call to arms a brief primer on climate change and the implications thereof (Section 2), and then argue that there is a pressing need for mathematicians to engage in studies that consider the human factor as a dynamic element in our models (Section 3), and give some illustrative examples. Finally, we argue that we mathematical biologists need to speak broadly about the human factor as a dynamic element in our studies that consider the human factor as a dynamic element in our models (Section 4) so as to raise awareness of the situation with as many people as possible and, hopefully, inspire effective action. If we are fortunate, together with our neighbours we will influence those with the power to change our current and potentially disastrous trajectory.

2. Climate change as crisis

We begin by assembling here an easily communicated collection of some of the most accessible research regarding climate change. For many people, the issue remains a threat too large or too distant to really comprehend at a personal level. The assertion that an average increase of 2 °C is disastrous is difficult to reconcile with personal experience of annual and daily temperature swings considerably larger than 2 °C. The material gathered here helps to personify the problem and put climate change into perspective. Our goals are to clarify the urgency of the situation to you, the reader, and to arm you with information that can be used in discussions with friends and colleagues.

Our assertions of human responsibility for climate change are justified by the findings detailed in the 2013 fifth assessment report (AR5) of the IPCC. One of the highly publicized findings is that, with 95% certainty, humans are the principal drivers of the rapid global warming we have experienced over the period since the beginnings of the industrial revolution, and that the culprits are the greenhouse gases that we have been emitting. Some people have puzzled over the use of “95%” certainty (up from 90% in the 2007 IPCC report). A recent AP news report puts that figure into better perspective: “Top scientists from a variety of fields say they are about as certain that global warming is a real, man-made threat as they are that cigarettes kill… They say they are more certain about climate change than they are that vitamins make you healthy or that dioxin in Superfund sites is dangerous” (Borenstein, 2014).

The inescapable scientific conclusion is that we humans are manipulating the composition of the atmosphere, using the skies as an enormous carbon dumping ground, and are thus altering our climate. There has been to this point no direct cost for doing so [the cost has been externalized (Nordhaus, 2013), “represent[ing] the biggest market failure the world has seen” (Stern, 2008)], and so this practice has continued up to the present in a global demonstration of the Tragedy of the Commons (Hardin, 1968).

Given that humans are indeed responsible for global warming, we now continue our story to its logical conclusion. The rest of the story is based on three critical information sources for climate change (one data set and two organizations): The Keeling data, the United States’ National Academy of Sciences (NAS), and the Intergovernmental Panel on Climate Change. That the authority of these voices is being so widely disregarded or, even worse, dismissed is something of a mystery; that their tale is not at the forefront of discussions throughout the halls of academia is a cause for acute dismay. We acknowledge and thank those people giving a foreword to the climate reports of these bodies (Kennel and Keeling, 2011). Charles David Keeling demonstrated that, with 95% certainty, humans are the principal drivers of the global warming (Pew Research Center, 2006). The absence of this voice is being so widely disregarded or, even worse, dismissed is something of a mystery; that their tale is not at the forefront of discussions throughout the halls of academia is a cause for acute dismay. We acknowledge and thank those people giving a foreword to the climate reports of these bodies (Kennel and Keeling, 2011).

The story begins with the Keeling data (NOAA, 2014), called the most important environmental data set taken in the 20th century (Kvenel and Keeling, 2011). Charles David Keeling demonstrated that the rapid and inexorable increase in CO2 that has occurred with steadily increasing industrialization worldwide (Fig. 1). In spite of the Kyoto Protocol (1997), a treaty with the stated purpose of reducing greenhouse gas emissions, the planet has shown no evidence of a slow-down in CO2 pollution. In fact, it appears from the graph in Fig. 1 that the trend is actually accelerating (an acceleration attested to as well by the World Meteorological Organization in their 2013 Greenhouse Gas Bulletin (World Meteorological Organization, 2013)).

The increasing levels of CO2 in the atmosphere are accompanied by increasing global temperatures (Fig. 2). Since the industrial revolution, global mean temperatures have increased by 0.8 °C, and current trends indicate that we could see an increase of anywhere between 1.8 and 4 °C by the end of the 21st century (Working Group I, 2007). On a daily basis however, humans regularly experience daily temperature swings of anywhere between 5 and 15 °C. Why, then, is an increase in global mean temperature...
temperature of just a few degrees so worrisome? It is difficult to put this number into perspective, but the key lies in understanding tipping points. As mathematicians, we are intimately familiar with the dramatic changes in behaviour that can occur when a bifurcation parameter changes by just a small amount: The smallness of the change in parameter value is irrelevant if a bifurcation point is crossed. Global mean temperature appears to be a bifurcation parameter, leading to “climatic tipping” of different phenomena at different values (e.g. dieback of the Amazon rainforest, or the end of the Atlantic thermohaline circulation) (Lenton et al., 2008).

We do not know exactly where the bifurcation value(s) lies, but scientists are becoming increasingly adept at modelling the physical processes connected with climate change (Mora et al., 2013), and mathematical biologists (and many others) are able to provide well-informed estimates of species survival under various scenarios (Gilman et al., 2010; Di Paola et al., 2012). At just 2°C of warming, significant negative impacts are anticipated (Elkin et al., 2013) and some regions will likely experience an average warming of much more than 2°C (Corlett, 2012). Given all of this research, a warming of 2°C is regarded by the United Nations Framework Convention on Climate Change as an upper-limit of (relatively) safe warming, that is, a lower-limit on any bifurcation value of temperature which we must not exceed (United, 2013). Nonetheless, all signs point to exceeding this lower-limit (Joshi et al., 2011), and so we risk exceeding a bifurcation value as well.

The National Academy of Sciences has issued its best estimates of the relationship between atmospheric CO2 and increases in global mean temperature (CSTAGGC, 2011), shown in Table 1. An elementary analysis of this table and the Keeling data demonstrates why there is real urgency to the current situation. In order to estimate when we can expect the atmospheric carbon level to have increased by a given amount, we model Keeling’s data with a simple non-linear regression model of the form

\[ \text{CO}_2(t) = A(t - 1958)^2 + B(t - 1958) + C. \] (1)

Using (1), we arrive at a point estimate of 2026.67 for the year at which we achieve 430 ppmv (Fig. 1, lower panel). Note that at a point estimate of 430 ppmv of CO2, the global average temperature will be expected to have warmed by 2°C (Table 1). Thus, in a mere 13 years (from 2013) the model predicts that we will have locked in 2°C of warming (provided we employ the best estimates of the National Academy of Sciences).

At around 600 ppmv the NAS predicts 3.5°C of global warming, and at this level the IPCC projects that 40–70% of all species will be extinct or at significantly increased risk of extinction (IPCC, 2007). Increased CO2 in the atmosphere will also increase already significant ocean acidification, posing extreme threats to the bottom of our food chain (Warren, 2011). The same model used above projects the arrival of 600 ppmv in 2080.91; Children born today will be just 67 years old. More sophisticated analyses (Bettis et al., 2011), based on the A1FI scenario of the IPCC’s AR4 (Working Group I, 2007), suggest that four degrees C of warming may come even earlier, in the 2070s.

Our straightforward story may seem fantastic, impossible even; we point out, however, that since the creation of the IPCC, global warming has consistently exceeded the worst case predictions of the panel (PSCMCRDS, 2009). Indeed, the IPCC’s reports (and other consensus reports) have been overly conservative (Friedenburg and Muselli, 2010; Brysse et al., 2013; Rahmstorf et al., 2007; Scherer, 2012). “[…]If anything, global climate disruption may prove to be significantly worse than has been suggested in scientific consensus estimates to date” (Friedenburg and Muselli, 2010). A recent article in Nature (Schiermeier, 2013), released just a few months before the IPCC Working Group III report (Working Group III, 2014), warned that the IPCC report would find that “…all realistic stabilization scenarios are decidedly at odds with current emissions trends.” Our climate is destabilized, and destabilizing further.

A 2009 article in the New Scientist (Vince, 2009) paints a grim, even horrific, picture of life in the “4°C world” (that is, the world to come if we continue on a “business as usual” trajectory and cause a 4°C rise in global temperature). Life will have moved to the high latitudes near the poles (including an increasingly ice-free Antarctica), the human population reduced to under a billion, and a risk of runaway global warming taking down even our own species (among the many others that will have disappeared).

---

3 The model is motivated as a quadratic trend, tracing the increase in the average annual level of atmospheric CO2. The monthly Keeling data (not shown) exhibits an annual sinusoidal oscillation corresponding to the seasonal photosynthetic activity of the northern forests. We do not wish to argue the virtues of this particular model, but simply use it as a practical starting point. Other simple models give virtually the same results. Our model fit has parameter values of \( A = 0.0119, B = 0.8544, \) and \( C = 315.2. \)

“Alligators basking off the English coast; a vast Brazilian desert; the mythical lost cities of Saigon, New Orleans, Venice and Mumbai; and 90% of humanity vanished. Welcome to the world warmed by 4 °C (Vince, 2009). While not all scientists predict such dire scenarios for a 4 °C world, these seemingly fantastic projections are entirely plausible. “In such a 4 °C world, the limits for human adaptation are likely to be exceeded in many parts of the world, while the limits for adaptation for natural systems would largely be exceeded throughout the world” (Warren, 2011).

Thus, we reach the conclusion of our story: it seems clear that we are on the verge (or in the midst) of a sixth mass extinction event (characterized by the loss of 75% or more of Earth’s species (Barnosky et al., 2011)). While climate change is not the sole culprit (there are others, such as habitat fragmentation, human introduction of non-native species, etc.), it appears clear that human-caused climate change will be one of the largest contributors, should this loss of life come to pass.

From the discussion above, it is clear that humans and the climate form an enormous coupled dynamical system, and changes to one impact the other (Liu et al., 2007). Humans are not only reacting to changing climatic (and environmental) conditions, but are actually responsible for setting them into motion. We observe and model and predict the advance of malaria or Lyme disease or the mountain pine beetle, but it is we who set them to advancing. There is thus a strong need to include human behaviour – both the component responsible for affecting climate change and the component describing human response to the collateral effects of climate change – in ecological models.

3. New modelling approaches

Liu et al. (2007) recently coined the phrase “coupled human and natural systems” (CHANS) to describe models that include ecological processes and human behaviour. They established three aspects of CHANS models in general:

1. A focus on the patterns and processes that link human and natural systems.
2. Reciprocal interactions and feedbacks – effects of humans on the environment and effects of the environment on humans.
3. An understanding of within-scale and cross-scale interactions between human and natural components.

They assert that “…the science of CHANS promotes the integration of all these aspects. Such integration is needed to tackle the increased complexity and to help prevent the dreadful consequences that may occur due to the fundamentally new and rapid changes, because the magnitude, extent, and rate of changes in human–natural couplings have been unprecedented in the past several decades, and the accelerating human impacts on natural systems may lead to degradation and collapse of natural systems which in turn compromise the adaptive capacity of human systems” (Liu et al., 2007).

Mathematical modellers often focus on a species or two, or on a particular small part of the global ecosystem. This is a sensible approach: The resulting models are generally amenable to analysis, or thorough investigation through numerical techniques, and definitive conclusions can be reached. On the other hand, with the daunting prospect of a sixth mass extinction looming, one is compelled to ask if studying a small part of the ecosystem (based on the assumption that all else remains constant) even makes sense: It is clear, after all, that the rest of the world will not remain fixed in any meaningful sense of that word, especially if a tipping point is crossed. It is also clear that as the climate changes, species will likely respond to the change at different rates and in different ways, and so dynamical considerations of whole ecological communities may lead to outcomes that differ from those predicted by study of just 1–3 species (Gilman et al., 2010).

We illustrate the CHANS loop in Fig. 3. At the recent BIRS workshop (Bersenyi et al., 2013), the majority of modelling work presented focussed on step 3. This important research predicts the effects that can be expected in Box A, and is an important part of the scientific evidence supporting the notion that the effects of climate change are of serious concern. At this point however, there is a desperate need for far more than concern: Significant changes to human behaviour are needed. While fear of disaster can change human behaviour, it can also induce a sense of fatalism justifying inaction. New models that address the full feedback loop provides humans an explicit demonstration of the connection between human behaviour and climate, and of the benefits that can be expected from changes in human behaviour. Theoretical ecologists are uniquely skilled in modelling natural systems, and so we suggest that, given the gravity of the situation with regard to climate change, mathematicians should begin adopting a CHANS-like approach as directly as possible.

There are several different aspects to the modelling process: model considerations and development, the creation of the model itself, the analysis of the model, and the communication of the results. In this section we suggest several ways in which H. sapiens can be integrated more directly into the entire modelling process, using a CHANS-like approach.

3.1. In our models: favour larger, more complex models

Large, complex models have generally been shunned by the mathematical community on the basis that they are too complex to be thoroughly understood, and therefore any real gain in knowledge will perforce be limited. Simple models seem better,
because they are more tractable and may allow us to understand model behaviour better (if not completely). One then hopes that modellers can assemble their simple sub-systems together in some reasonable way to model more complex systems.

Unfortunately, it appears that the rapid pace of climate change will not give us the time to understand each and every simple building block in the entire complex system prior to putting them all together. We have at most 10–20 years before containing climate change within a peak warming of 2 °C becomes completely out of reach (Gillis, 2014; Stocker, 2013). Furthermore, mathematical studies of nonlinear systems have made it clear that such systems do not behave simply as the sum of their parts: Nonlinear interactions can lead to entirely new and unexpected behaviours under climate change (Gilman et al., 2010). “However, for the majority of species, the effects of climate change on such interactions have not been considered, and this is potentially significant in terms of unforeseen disruption to ecosystem functioning” (Warren, 2011). Given the urgency of the climate change problem, we suggest that modellers need to devote more time and energy to the study of large, complex CHANS. One goal might be to distill simpler yet reasonable models from these more complicated ones: since mathematical biologists are highly skilled at developing simple, insightful models of biological systems, any work we do on CHANS could very well lead to the development of novel and meaningful simplifications of the larger models.

3.2. In our models and discussion: use climate scenarios

Global Circulation (or Climate) Models (GCMs) use a variety of scenarios to predict the future global climate and the physical consequences thereof (IPCC, 2013b). The new aspect of scenario development in the fifth IPCC assessment report (AR5) is that the research community was asked to provide the scenarios to the IPCC (or at least guidance on them).6

This use of scenarios suggests an important new role for those incorporating climate change into their models: Results need to be presented in a way that can be easily used by policy-makers, and speaking the language of the IPCC scenarios is one way to accomplish this. For example, the conclusions of Mora et al. (2013) are presented based on IPCC’s Representative Concentration Pathways (RCP) greenhouse gas concentration scenarios (Wayne, 2013): “Under RCP45, the projected near-surface air temperature of the average location on Earth will move beyond historical variability by 2069 (+18 years...) and two decades earlier under RCP85 (that is, 2047 (+14 years s.d.)....)”. These scenario-based results can now be fed into future models, creating a body of research that provides scenario-specific climate change results within a context that is already understood by others.

Possible research questions for any modeller include:

1. Given the results of my study, what impacts are locked in without humans, and which aspects are under (or subject to) human control, and so “scenario dependent”?
2. What are the consequences of my species’ movement or distribution on human beings (e.g. Lyme disease)? How should humans behave in order to avoid negative impacts, or facilitate positive ones (i.e. how should scenarios be tuned)?
3. What other facets of the environment (e.g. ecosystem services such as precipitation) am I assuming will remain constant throughout my study? Will they remain constant across climate change scenarios?

One potential consequence of this “scenario-based reflection” is that it may “flesh out” the RCP scenarios, thus making their implications clearer to policy-makers. “Collaboration is necessary, not just among scientific disciplines or between scientists… but also with decision-makers, to better understand what they require and how scientific results are factored with other considerations to produce decision outcomes” (Anon, 2014).

3.3. In our model development and discussion: incorporate human responses to climate change

The complexity of human behaviour presents a daunting challenge to the mathematical modeller. It is in addressing such challenges however, that scientists make advances in human knowledge. In particular, we can make efforts to address the problematic notion that individuals can do little to combat climate change. Consider the following modelling questions:

1. What is the effect of specific changes in human behaviour on the species we study? Do we need every human on earth to reduce his or her carbon footprint by a given amount, or would it be enough to have 30% of humanity make such a change?
2. What targets could humans get excited about? We know that polar bears are at grave risk of extinction, but can modelling work be harnessed to show what portion of polar bear populations might be saved by certain measurable changes in human behaviour? Is it enough to ask humans to drive less and eat local, or are more extensive changes needed? Place your specie’s issues into a human context.
3. Science does not operate within a vacuum: what are the political and economic tipping points that will finally align good governance with science? Do your models have economic or political ramifications that would facilitate this alignment? Including human behaviour in a meaningful way, and presenting the results in a compelling way, may require that we collaborate with psychologists, philosophers and social scientists versed in the literature of human behaviour and how it is, or is not, changed by ideas.

Interesting studies provide insights into how humans approach the problem of climate change. For example, Jacquet et al. (2013) present evidence that “intergenerational discounting” is working against a solution to the crisis because “[t]he present generation bears the costs of cooperation, whereas future generations accrue the benefits if present cooperation succeeds, or suffer if present cooperation fails.” An alternative interpretation of this “intergenerational selfishness” is that the present generation is causing the problem that successive generations will have to deal with. Climate scientist James Hansen expressed this well in the title of his heart-breaking book Storms of My Grandchildren (Hansen, 2009). Any way you express it, it’s a clear violation of that fundamental rule that we were all supposed to learn in Kindergarten: When you make a mess, you should clean it up (Fulhnum, 2004).

In another study, Stoll-Kleemann et al. (2001) found that even though their focus group members were “alarmed” about climate change, the members of the group found even more daunting the behavioural changes necessary to mitigate climate change. And so they erected denial mechanisms, which “…heightened the costs of shifting away from comfortable lifestyles, set blame on the inaction of others, including governments, and emphasized doubts regarding the immediacy of personal action when the effects of climate change seemed uncertain and far away.” For those wishing to sow doubt in the population in order to forestall any action in the fight against climate change, the preceding quote suggests an ideal strategy: Emphasize the cost and impacts on citizens’ preferred lifestyles (e.g. loss of jobs), while denigrating the value

---

6 See the IPCC Data Distribution Centre website (IPCC, 2013c) for how scenarios have been developed for AR5. The process is described in more detail in Moss et al. (2010).
of any actions (e.g. why should we act, when China won’t?). We’re currently experiencing the fruits of that strategy.

These human thought processes, actions, and reactions should be incorporated into any ecological models, and pursued further. The world requires that we present an honest and realistic model of what is likely to occur if we continue on our current path. However, if societies ultimately fail to act on our advice, the implications of that failure must be made clear.

3.4. In our communications: actively encourage nonlinear thinking

One specific example of a popular “pattern and process” notion that works against climate action is “linear thinking”, that is, the idea that small changes in inputs lead to small changes in outputs. This mode of thinking is so deeply ingrained that even mathematicians intimately familiar with dynamical systems and bifurcation points will ask “why is an increase of 2 °C such a big deal?”

We may encourage the citizenry in this unrealistic linearity by the way we present the findings of our work. Consider, for example, a recent publication of Levermann et al. (2013) in the Proceedings of the National Academy of Sciences: The major result, as presented in the public sphere, is epitomized by headlines such as “Each degree of warming raises sea levels 2.3 m in the long run, says study”, or the line “for every degree Celsius the temperature increases, sea levels will rise about 7 ft”. Indeed the authors of the study do project that, to first order, sea level will rise 2.3 m for each degree of warming beyond pre-industrial times. Mathematicians know full well that the linear version of this result is incorrect, albeit a handy first approximation: The actual response will be nonlinear. “Linear thinking” misleads the public into imagining that small changes will necessarily have small effects: If we raise the temperature 0.5 °C, then we will have 1.15 m of rise; if we raise the temperature 2 °C, then we will have 4.6 m of sea level rise. This effectively buries the notion of tipping points, which are so crucial in the discussions of climate change, especially because they can occur without warning (Hastings and Wysham, 2010). It may well be that at 6 °C of warming, we have sea level rise of far more than 6 times 2.3 m, because of feedbacks in albedo, methane clathrates, etc. Non-linearities abound in climate, and yet we lure the public into linear thinking. We must lead them into a better understanding of non-linearities and tipping points instead.

In our modelling work therefore, we should be constantly aware of the real-world consequences of the tipping points we find, and emphasize this behaviour in our writing. We should also ask ourselves where we might expect tipping points, and what human behaviours would have either an exacerbating or mitigating effect. What community interactions are subject to tipping points as the climate warms? What tipping points might concern the public enough to result in changes in behaviour? If changes in behaviour are made, what behaviour can be expected from the system as the key parameter is carried back across the initial bifurcation value?

3.5. A simple example

Consider how one might modify a simple model in the interest of providing insight into the human element driving that system. Gilman et al. give an example of a host–pathogen interaction, where S and I are the susceptible and infected host densities, $\beta$ the transmission coefficient, and $\lambda$ the loss rate from mortality and recovery (Gilman et al., 2010). They suggest introducing climate through parameter dependence on abiotic variables, such as temperature. For example, the parameter $\lambda$ might depend on temperature in the following way,

$$\lambda(T) = \beta(T)K(T) - \lambda(T)$$  

where $S = K(0)$ is the initial carrying capacity. This is a step in the right direction, but does not contain direct human influence on temperature.

We encourage modellers to take this idea a step further: Rather than making the parameters temperature-dependent, one might make them emissions-dependent (hence directly related to human activity and behaviour). While it is indeed temperature that directly impacts the host-pathogen interaction, it is humans who have their hands on the thermostat via the concentration of greenhouse gases (e.g. CO$_2$ as evidenced by the Keeling data). By focussing on the variable under human control, we hope to make it clear to humans that we are both impacting other species, and also have some say in precisely what impact we have.

For example, we might make use of a model proposed by Bowerman et al. (2011), of temperature as a function of time featuring a three-component atmosphere-ocean carbon cycle based on emissions. Their model can be used to transform ecological models based on global temperature to CHANS-like models based on emissions. Their model for the change in temperature $T$ is a function of atmospheric carbon, $C$, which is itself a function of emissions $E$:

$$\frac{dT}{dt} = a_0 + a_1(E(t), t) - a_2(t) - a_3\int_0^t \frac{dt'}{\sqrt{T(t') - t}}$$  

where $t$ is time, the $a_0$ are measurable constants, and $C_0$ is the pre-industrial level of atmospheric CO$_2$. The variable $E(t)$ represents anthropogenic carbon emissions. The functional dependence of atmospheric carbon on emissions and time is nontrivial; the reader is referred to the original paper (Bowerman et al., 2011) for details. Here we simply write $C = C(E(t), t)$ to emphasize the role of anthropogenic emissions in determining carbon levels. It is this last variable, $E_{pa}$, that is key to our discussion here. The time-evolution of emissions depends on a host of factors including population growth, destruction of carbon sinks, and human action to curb emissions. If we let $h$ represent whatever human responses the modeller might wish to explore, then anthropogenic carbon emissions is itself a function that we can write as

$$E_{pa}(t, T,h(T,t))$$  

It is chiefly through exploration of different theoretical predictions for the function (5) that modellers can begin to explore the feedback between human behaviour, with respect to emissions, and ecological systems. A possible explicit functional form for (5), inspired by the model used by Bowerman et al., is

$$E_{pa}(t, T,h(T,t)) = \begin{cases} a_0e^{b_1t} & 0 \leq t < t_1, \\ a_2e^{c_2(t-t_1)} & t_1 \leq t < t_2, \\ a_3e^{b_3t} & t \geq t_2, \end{cases}$$  

where $t_0$, $t_1$, and $t_2$ are critical times at which emissions behaviour is assumed to change, which might be temperature dependent. Other authors (e.g. Anderson and Bows, 2011) suggest reasonable emission scenarios based on human-desired targets. If these changes are modelled as responses to the outcomes in Box A (Fig. 3), then step 4 is being addressed and the full CHANS loop is closed in this model.
By combining Eqs. (2)–(5), the original host-pathogen system becomes one where the link to human behaviour, through emissions and then temperature, is directly included. There a wide range of plausible choices for \( E_a \) as a function of human behaviour. It is through the exploration of the effect of \( E_a \) on traditional ecological models such as (2) that ecologists may begin to make significant novel contributions to our understanding of the impact of \textit{hoomans} on ecosystems via climate change. In this example we have switched the focus to the impact of \textit{hoomans}, through their carbon emissions on the species under consideration, rather than \textit{temperature} (which is a secondary effect). If we then consider changes to our emissions in response to the resulting impacts, then we will have closed the loop between human behaviour, climate, and natural systems.

There are other examples of models that include the full loop from human behaviour to the system being studied and then back to human behaviour again. These models can be used as inspiration for the type of work we are calling for here. In the field of epidemiology, it is well-known that human attitudes towards vaccination have a strong effect on disease dynamics, and vice versa. This full loop has recently been studied using evolutionary game theory as a modelling tool (Bauch and Bhattacharyya, 2012). Another recent paper uses a simple ordinary differential equation model to suggest that the collapse of our industrial society is highly likely (Moteshrarei et al., 2014); “The scenarios most closely reflecting the reality of our world today are [those] … where we introduced economic stratification. Under such conditions, we find that collapse is difficult to avoid.” By incorporating inequality among humans into their predator/prey equations, they encountered “collapse” dynamics which modelled real collapses throughout history. Their dynamical system, incorporating two types of humans (elites and commoners), a variable representing nature, and one representing wealth, provides a simple demonstration that our world can fail (from the human perspective) simply as a result of the unsustainable and inequitable use of resources. Mightn’t we close the loop by generating changes in our behaviour?

### 3.6. Final thoughts, moving forward

Every obstacle (e.g. linear thinking, denial mechanisms) that prevents humans from understanding and acting on climate change is important, and must be swept aside. How do we incorporate into mathematical models the response time lag created by the climate change denial-sphere? Is that a pattern and process? At what scales does it operate? Perhaps denialism could be considered a reciprocal interaction and feedback – when the process? At what scales does it operate? Perhaps denialism could be considered a reciprocal interaction and feedback – when the collapse of our industrial society is highly likely (Moteshrarei et al., 2014); “The scenarios most closely reflecting the reality of our world today are [those] … where we introduced economic stratification. Under such conditions, we find that collapse is difficult to avoid.” By incorporating inequality among humans into their predator/prey equations, they encountered “collapse” dynamics which modelled real collapses throughout history. Their dynamical system, incorporating two types of humans (elites and commoners), a variable representing nature, and one representing wealth, provides a simple demonstration that our world can fail (from the human perspective) simply as a result of the unsustainable and inequitable use of resources. Mightn’t we close the loop by generating changes in our behaviour?

### 4. Conclusions

In 1824 the French mathematician and physicist Jean-Baptiste Joseph Fourier observed (Fourier, 2004) that it is the atmosphere that keeps the Earth warm (and cool) – that keeps temperatures suitable for life. Without an atmosphere, the Earth would be like the moon: Searingly hot during the day, frigidly cold at night. In 1861 the Englishman John Tyndall published his experiments (Tyndall, 1861) demonstrating that carbon gases trap infrared energy, meaning that carbon in the atmosphere prevents the Earth from shedding its heat. In 1896 Swedish scientist Svante Arrhenius insightfully estimated the temperature impact (“global warming”) due to a doubling of atmospheric \( \text{CO}_2 \) (Arrhenius, 1896). In sum: we have known the implications of discharging carbon into our atmosphere for over one hundred years; but knowledge is not wisdom, and so we have continued to dump more and more carbon into the atmosphere.

Climate change is already driving significant changes in ecosystems around the globe (Rosenzweig et al., 2008), and truly significant changes in ambient climate will be observed within the next 50 years (Mora et al., 2013). In spite of this, we expect that many well-meaning and intelligent people have been under the illusion that if humans could just commute by bike instead of by car, and both buy less and buy local whenever possible (food especially, but other materials as well), the global carbon levels would equilibrate at an acceptable steady state level that would see most of us enjoying reasonably functional ecosystems and our current standard of living. Indeed, we shared that same illusion not so many years ago. Unfortunately, the yearly pollution from all of the cars in the world only add up to the yearly pollution of 16 of the world’s largest ocean-going ships (Pearce, 2009). Reducing one’s personal carbon footprint, while important, is simply not enough.

Sadly, there is still a great deal of denial and/or passivity surrounding the threat of climate change (Gleick et al., 2010; Folger, 2013), and people at all levels from individuals to governments find it easier to carry on with the status quo, or even reverse “green” policies (Borello, 2013), possibly in the vague hope that there will be a technological solution, or that the effects of global warming on matters of human relevance will be gradual enough for adaptation alone to be sufficient (Pew Research Center, 2006; Stoll-Kleemann et al., 2001). There is also a significant fraction of the population that simply finds the climate change problem too frightening and overwhelming to deal with, and so retreats into denial (Fig. 4). A 2010 survey of Republican candidates for the U.S. Senate found that “nearly all dispute the scientific consensus that the United States must act to fight global warming pollution” (Johnson, 2010). Even in some areas where humans are concerned enough about climate change to take drastic action, proactive behaviour is stalled by outdated regulations (Broenana and Chapin, 2013).

Given the severity of the climate change problem, and in the absence of meaningful leadership, it is crucial that everyone who understands what is at stake begin engaging, as much as possible, in activities that might lead to solutions. The magnitude and pace of change have simultaneously reached the point where new modelling approaches are needed (Gilman et al., 2010). Mathematical biologists and mathematical biologists...
have produced an excellent body of work documenting the negative effects of climate change for a host of different species and scenarios, as attested by the papers in this special issue and many others, a few examples include (Pounds et al., 1999; Hoyle et al., 2007; Loarie et al., 2009; Visser and Both, 2005; Post and Forchhammer, 2008; Sala et al., 2000). We can use this skill set to develop models that include human behaviour, and look for ways in which we can begin addressing, not simply adapting to, the problem of climate change. Beyond that, we must make every effort to communicate the results of our work more broadly, to help drum up support for climate action.

In spite of our political and cultural differences, we are responding as a species to climate change, and our actions will dictate the values of all those other parameters that are traditionally included in ecological models (such as temperature, precipitation, and length of seasons). If we include humans as an important additional species in the model, both driving and reacting to climate change, we will be better positioned to comment on the full process – its development, its consequences, and what mitigation options are available. What human behaviours will result in a particular species invading? What human behaviours will result in a species going extinct? What is the value of a non-human species to human life? However repugnant it may be to cast every question in terms of human values, it may be the only way to wake ourselves – \textit{H. sapiens} – to the consequences of our actions, and to the dangers inherent in continuing to behave as if we are not all somehow responsible for (and vulnerable to) the potentially devastating consequences of climate change.
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